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ABSTRACT: The heart is the next major organ comparing to the brain, which has more priority in the Human body. Thus, 

preventing Heart diseases has become more than necessary. Good data-driven systems for predicting heart diseases can improve 

the entire research and prevention process, making sure that more people can live healthy lives. This is where Machine Learning 

comes into play. Machine Learning helps in predicting the Heart diseases, and the predictions made are quite accurate. The project 

involved analysis of the heart disease patient dataset with proper data processing. Then, different models were trained, and 

predictions are made with different algorithms KNN, Decision Tree, Random Forest, SVM, Logistic Regression etc. this is the 

Jupiter notebook code and I've used dataset from kaggle.com and UCI repository for various diseases-based datasets.  I've used a 
variety of Machine Learning algorithms, implemented in Python, to predict the presence of heart disease in a patient. This is a 

classification problem, with input features as a variety of parameters, and the target variable as a binary variable, predicting whether 

heart disease is present or not. 
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I. INTRODUCTION 

Data Mining is the way toward extracting interesting patterns and knowledge from huge amount of information. The Data Mining 

process is a combination of choosing, analyzing, planning, interpreting and evaluating the outcomes [1]. Numerous clinical finding 

achievement in the data mining techniques for prediction and clustering. Data mining comprises of the different specialized 

approaches including machine learning, database system and statistic 

The healthcare industry assembles immense measure of healthcare data which are not abundant to discover hidden information for 

effective decision making. Utilizing distinctive medical profiles such as sex, blood pressure, age, hypertension, lack of physical 

activity, blood sugar it can find the probability of patients getting a coronary illness [3]. Diagnosing machines or frameworks are 

quite useful in this procedure because not every doctor must have the learning of each and every kind of problem of disease. In this 

manner automated diagnosing machine is used by them to diagnose the problem accurately.  

The WHO consortium has shared this information that ten a great many passing happen in this world is a consequence of coronary 

illness. so, it was an extremely dangers problem in world. These systems typically create huge amounts of information which appear 
as numbers, charts and images. There are numerous sort of heart disease such as coronary heart disease, cardiomyopathy disease 

and cardiovascular sickness. Cardiovascular disease is an illness which specifically impacts the blood circulation in the body and 

blood vessels which are associated to the heart. Increment in heart disease is because of many facts like great BP, smoking, Family 

history etc. some unique factors that likewise causes heart illnesses are elevated cholesterol level, hyper solidness, improper diet 

etc.[4]. 

MACHINE LEARNING: 

Machine Learning, as the name suggests, is the science of programming a computer by which they are able to learn from different 

kinds of data. A more general definition given by Arthur Samuel is – “Machine Learning is the field of study that gives computers 

the ability to learn without being explicitly programmed.” They are typically used to solve various types of life problems. 

Need for Machine Learning 

Human beings, at this moment, are the most intelligent and advanced species on earth because they can think, evaluate and solve 
complex problems. On the other side, AI is still in its initial stage and haven’t surpassed human intelligence in many aspects. Then 

the question is that what is the need to make machine learn? The most suitable reason for doing this is, “to make decisions, based 

on data, with efficiency and scale”. Lately, organizations are investing heavily in newer technologies like Artificial Intelligence, 

Machine Learning and Deep Learning to get the key information from data to perform several real-world tasks and solve problems. 

We can call it data-driven decisions taken by machines, particularly to automate the process. These data-driven decisions can be 

used, instead of using programing logic, in the problems that cannot be programmed inherently. The fact is that we can’t do without 

human intelligence, but other aspect is that we all need to solve real-world problems with efficiency at a huge scale. That is why 

the need for machine learning arises. 

Applications of machine learning: 

Machine learning is one of the most exciting technologies that one would have ever come across. As it is evident from the name, it 

gives the computer that which makes it more similar to humans: The ability to learn. Machine learning is actively being used today, 
perhaps in many more places than one would expect. We probably use a learning algorithm dozen of time without even knowing 

it. Applications of Machine Learning include: 
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 Web Search Engine: One of the reasons why search engines like google, Bing etc work so well is because the system has 
learnt how to rank pages through a complex learning algorithm. 

 Photo tagging Applications: Be it Facebook or any other photo tagging application, the ability to tag friends makes it even 

more happening. It is all possible because of a face recognition algorithm that runs behind the application. 

 Spam Detector: Our mail agent like Gmail or Hotmail does a lot of hard work for us in classifying the mails and moving 

the spam mails to spam folder. This is again achieved by a spam classifier running in the back end of mail application. 

Today, companies are using Machine Learning to improve business decisions, increase productivity, detect disease, forecast 

weather, and do many more things. With the exponential growth of technology, we not only need better tools to understand the data 

we currently have, but we also need to prepare ourselves for the data we will have. To achieve this goal we need to build intelligent 

machines. We can write a program to do simple things. But for most of times Hardwiring Intelligence in it is difficult. Best way to 

do it is to have some way for machines to learn things themselves. A mechanism for learning – if a machine can learn from input 

then it does the hard work for us. This is where Machine Learning comes in action. 
 

Challenges in Machines Learning: 

 

While Machine Learning is rapidly evolving, making significant strides with cybersecurity and autonomous cars, this segment of 

AI as whole still has a long way to go. The reason behind is that ML has not been able to overcome number of challenges. The 

challenges that ML is facing currently are  

 Quality of data: having good quality data for ML algorithms is one of the biggest challenges. Use of low-quality data leads 

to the problems related to data pre-processing and feature extraction. 

 Time-Consuming task: another challenge faced by ML models is the consumption of time especially for data acquisition, 

feature extraction and retrieval. 

 Lack of specialist persons: As ML technology is still in its infancy stage, availability of expert resources is a tough job. 

 No clear objective for formulating business problems: Having no clear objective and well-defined goal for business 

problems is another key challenge for ML because this technology is not that mature yet. 

 Issue of overfitting & under fitting: If the model is overfitting or under fitting, it cannot be represented well for the problem. 

 Curse of dimensionality: another challenge ML model faces is too many features of data points. This can be a real 

hindrance. 

 Difficulty in deployment: Complexity of the ML model makes it quite difficult to be deployed in real life. 
 

II. LITRATURE SURVEY 

 

Bala Sundar V et.al examined in this paper real and artificial dataset that have been used to predict diagnosis of heart diseases with 

the help of a K-mean clustering technique results to check its accuracy [1]. Sayali D. Jadhav et.al proposed that the issue goes for 

taking in the relationship between an arrangement of feature variables and a target variable of interest [2].  

 
Mr. P Sai Chandrasekhar Reddy, he proposed work separates proposed system in two sections such as execution model and 

prediction model. Performance model is intended to assess the general performance of the application [4].Dursun Delen, et.al [5] 

presented prescient models so as to investigate the immense databases of patients across the nation. . The performance results of 

mechanisms that include decision trees and neural networks are less exact that the ones with SVM calculations. David L. Olson, 

et.al [6] amongst the normal accuracy and decision tree size a tradeoff is given among this paper. Minimum parameters can be used 

keeping in mind the end goal to control the decision tree’s size.  

 

Akhilesh Kumar Yadav, et.al proposed algorithm has been tested by performing distinctive experiments on it that gives excellent 

outcome on essential data sets. In real world problem enhanced outcomes are accomplished utilizing foggy k-mean clustering 

algorithm as compared to existing simple k-means clustering algorithm. Daljit Kaur et.al [8]explained in this paper that data 

contained similar objects has been divided using clustering. The proposed algorithm has been tested and results shows that it is able 
to reduce efforts of numerical calculation, complexity along with maintaining an easiness of its implementation and also able to 

solve dead unit problem. Sanjay Chakrabotryet.al [9] stated that powerful tool clustering is used as different forecasting tools. The 

weather determining has been performed utilizing proposed incremental K-mean clustering generic technique.  

 

K. Raja lakshmi et.al[10]stated that K-means algorithm has been utilized to study distinctive extant illness. The cost Amandeep 

Kaur et al, International Journal of Advanced Research in Computer Science, 9 (2), March-April 2018,569-572 effectiveness and 

human effects has been reduced using proposed prediction system-based data mining. Mustafa A. Al-Fayoumi[11]proposed an 

Associative Classification based on Incremental Mining (ACIM) algorithm in order to maintain the huge amount of information. 

 

Sajida Perveen, et.al[12] presented that J48 decision tree was utilized in order to apply ad boost and bagging ensemble methods in 

order to differentiate patients that are suffering from diabetes mellitus based on different elements that can cause diabetes. Basma 

Boukenze, studied the prediction of kidney disorder by using numerous machine learning methods is the prior aim of this research. 
The algorithms that are included within this study are SVM, Decision Tree , and Bayesian Network (BN).  

 

Nancy. P, et.al[14]investigated that performance of around fifteen data mining classification algorithms utilized within the data 

mining systems. Johan Holmgren, et.al [15] presented that utilization of support vector regression such that the numbers of bicycles 

that are being registered are predicted. Min Chen, et.al[16]proposed a novel Convolutional Neural Network based Multimodal 

Disease Risk Prediction (CNN-MDRP) algorithm and 94.8% of prediction accuracy was achieved here along with the higher 

convergence speed in comparison to other similar enhanced algorithms. 
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III. ANALYSIS OF THE DATA MINING TECHNIQUES 

 

Various data mining techniques are usable and still lot of research is going on to find new techniques that can produce exact 

outcomes. 

 

1. Decision Tree 

The Decision tree is a classification strategy in which classification is done by the dividing criteria. The decision tree is a schema 

like a tree structure that gatherings instances by sorting them in perspective of the feature values. Each and every node in a decision 
tree depicted the features in a case to be classified. Decision tree makes the rule for the classification of the data set. The three 

fundamental algorithms are extensively utilized that are ID3, CART and C4.5. 

 

 

2. Naive Bayesian:  
The Bayesian Classification express as supervised learning strategy and statistical technique for classification. Assumes a hidden 

probabilistic model and it empower us to capture vulnerability about the model in a right way by deciding probabilities of the 

results. It can take care of diagnostic and predictive issues. 

Naive Bayes algorithm  depends on Bayesian Theorem. 

Bayesian Theorem: 

Given training data X, back likelihood of a theory, H, P(H|X), takes after the Bayes hypothesis P(H|X)=P(X|H)P(H)/P(X) 

 

3. SVM:   
Support Vector Machine algorithm make good judgement for data points that are outside the preparing set. There are two classes 

of information in SVM. The data points are separated such that they could draw a horizontal line on the figure. The line is made in 

a way that it isolates every one of the focuses on one side of one class and every one of the focuses on the reverse side of alternate 

class. When such circumstance happens, then the data are linearly separable. The line used to isolate the dataset is known as a 

separating hyperplane. The points nearest to the isolating hyperplane are called as support vectors. Kernels are utilized to extend 

SVMs to a bigger number of datasets. Mapping of one feature space to another is finished by kernel. Kernel method maps the 

information (in some cases likewise called as nonlinear information) from a little dimensional space to an extensive dimensional 

space. In a bigger measurement, it decides straight issue that is nonlinear in smaller-dimensional space. The Radial Bias Function 

(RBF) is a prominent kernel that measures the separation among two vectors. 

 

4. K-Nearest Neighbor classifier (KNN):  
KNN is a basic, lazy and nonparametric classifier. KNN is preferred when every one of the features are persistent. KNN is likewise 

called as case-based reasoning and has been utilized in numerous applications like statistical estimation, pattern recognition. 

Classification is distinguishing the closest neighbor to decide the class of an unknown sample. KNN is favored over other 

classification algorithms due to its high merging velocity and straightforwardness. KNN characterization has two phases: 

Find the k number of examples in the dataset that is nearest to instance S 

These k number of examples at that point vote to decide the class of instance S 

The Accuracy of KNN relies upon separate metric and K value. Different methods for estimating the separation between two 

instances are cosine, Euclidian distance. To evaluate the new unidentified sample, KNN figure out its KNN and assign a class by 

dominant part voting. 

 

5. Multi-layer perceptron (MLP) ANN: 

Neural networks are of particular interest because they offer a means of efficiently modeling large and complex problems in which 

there may be hundreds of predictor variables that have many interactions. (Actual biological neural networks are incomparably 

more complex.) Neural nets may use in classification problems (where the output is a categorical variable) or for regressions (where 

the output variable is continuous).The architecture of the neural network shown in figure.4 consists of three layers such as input 

layer, hidden layer and output layer. The nodes in the input layer linked with a number of nodes in the hidden layer. Each input 

node joined to each node in the hidden layer. The nodes in the hidden layer may connect to nodes in another hidden layer, or to an 

output layer. The output layer consists of one or more response variables. A main concern of the training phase is to focus on the 

interior weights of the neural network, which adjusted according to the transactions used in the learning process. For each training 

transaction, the neural network receives in addition the expected output. This concept drives us to modify the interior weights while 

trained neural network used to classify new images. 

 

6. Random forest classifier: 

Random forest is a supervised learning algorithm. It can be used both for classification and regression. It is also the most flexible 

and easy to use algorithm. A forest is comprised of trees. It is said that the more trees it has, the more robust a forest is. Random 

forests create decision trees on randomly selected data samples, gets prediction from each tree and selects the best solution by means 

of voting. It also provides a pretty good indicator of the feature importance. Random forests have a variety of applications, such as 

recommendation engines, image classification and feature selection. It can be used to classify loyal loan applicants, identify 

fraudulent activity and predict diseases. It lies at the base of the Boruta algorithm, which selects important features in a dataset. 

 

7. Logistic regression: 

Logistic regression is named for the function used at the core of the method, the logistic function. 

The logistic function, also called the sigmoid function was developed by statisticians to describe properties of population growth in 
ecology, rising quickly and maxing out at the carrying capacity of the environment. It’s an S-shaped curve that can take any real-

valued number and map it into a value between 0 and 1, but never exactly at those limits. 

1 / (1 + e^-value) 
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Where e is the base of the natural logarithms (Euler’s number or the EXP() function in your spreadsheet) and value is the actual 
numerical value that you want to transform. Below is a plot of the numbers between -5 and 5 transformed into the range 0 and 1 

using the logistic function. 

 

IV. ANALYSIS RESULTS 

A. MEASURES FOR PERFORMANCE EVALUATION 

In this study, the accuracy of two data mining techniques is compared. Although such metrics are used more often in the field of 

information retrieval, it is considered as they are related to other existing metrics such as specificity and sensitivity. These metrics 
can be derived from the confusion matrix and can be easily converted to true-positive (TP) and false-positive (FP) metrics. 

 

i. Accuracy Measures 

Accuracy measure represents how far the set of tuples are being classified correctly.TP refers to positive tuples and TN refers to 

negative tuples classified by the basic classifiers. Similarly, FP refers to positive tuples and FN refers to negative tuples which is 

being incorrectly classified by the classifiers. The accuracy measures used here are sensitivity and specificity 

 

ii. Confusion matrix 

The confusion matrix contains four classification performance indices: true positive, false positive, false negative, and true negative 

as shown in Table1. These four indices are also usually used to evaluate the performance the two-class classification problem. The 

four classification performance indices included in the confusion matrix is shown in Table I. 

Table I. Confusion Matrix 
 

Actual Class Predicted Class 

 Positive Negative 

Positive True False 

 Positive(TP) Negative(FN) 

Negative False True 

 Positive(FP) Negative(TN) 

 

iii. Cross Validation 

Cross-validation is a standard tool in analytics and is an important feature for helping you develop and fine-tune data mining models. 

You use cross-validation after you have created a mining structure and related mining models to ascertain the validity of the model. 

Cross-validation has the following applications: 

Validating the robustness of a particular mining model. Evaluating multiple models from a single statement. 

Building multiple models and then identifying the best model based on statistics. 
 

iv. Sensitivity Analysis 

A sensitivity analysis is a technique used to determine how different values of an independent variable impact a particular dependent 

variable under a given set of assumptions. Sensitivity (also called the true positive rate, the recall, or probability of detection [1] in 

some fields) measures the proportion of positives that are correctly identified as such (e.g., the percentage of sick people who are 

correctly identified as having the condition). 

 

v. Specificity Analysis 

Specificity (also called the true negative rate) measures the proportion of negatives that are correctly identified as such (e.g., the 

percentage of healthy people who are correctly identified as not having the condition). 

 
5. RESULTS 

Heart Disease – outcome: The following output shows how many people have heart disease and how many people does not have 

disease [ 1 – have heart disease ; 0 – does not have heart disease] 
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Histogram of chol values depending in the class 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Percentage chance of being diagnosed by trestbps reading 
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Accuracy comparison of machine learning algorithms 
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6. CONCLUSION  

This project summarizes about the research functionality in establishing huge frameworks in healthcare, using the applications of 

different machine learning algorithms for prognosis of the disease. The contribution made by many researchers for application of 

different machine algorithms along with accuracy is comparatively shown. This project discusses the various machine learning 

algorithms such as support vector machine, Naive Bayes, decision tree, k- nearest neighbor, neural networks, random forest, logistic 

regression which were applied to the data set.  It utilizes the data such as blood pressure, cholesterol, diabetes and then tries to 

predict the possible coronary heart disease patient. Family history of heart disease can also be a reason for developing a heart 

disease. So, this data of the patient can also be included for further increasing the accuracy of the model. By applying different 

machine learning algorithms Random Forest and naive Bayes algorithm yields the highest accuracy of 82%.  This work will be 

useful in identifying the possible patients who may suffer from heart disease.  

 

7. FUTURE WORK 

In future, this may help in taking preventive measures and hence try to avoid the possibility of heart disease for the patient. So when 

a patient is predicted as positive for heart disease, then the medical data for the patient can be closely analyzed by the doctors. An 

example would be - suppose the patient has diabetes which may be the cause   for heart disease in future and then the patient can 

be given treatment to have diabetes in control which in turn may prevent the heart disease. The heart disease prediction can be   

done using other   machine   learning   algorithms. Logistic regression can also perform well in case of binary classification   

problems   such   as   heart   disease prediction. Random forests can perform well than decision trees. The results can be compared 

and improvised. 
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